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Abstract
The foundation for any discussion offirst order phase transitions is classical nucleation theory (CNT).
CNT, developed in thefirst half of the twentieth century, is based on a number of heuristically
plausible assumptions and themajority of theoretical work on nucleation is devoted to refining or
extending these ideas. Ideally, onewould like to derive CNT from amore fundamental description of
nucleation so that its extension, development and refinement could be developed systematically. In
this paper, such a development is described based on a previously established (Lutsko 2012 J. Chem.
Phys. 136 034509) connection betweenCNT andfluctuating hydrodynamics. Here, this connection is
describedwithout the need for artificial assumptions such as spherical symmetry. The results are
illustrated by application toCNTwithmoving clusters (a long-standing problem in the literature) and
the construction of CNT for ellipsoidal clusters.

1. Introduction

The process of the nucleation offirst order phase transitions is of importance across the range of scientific
disciplines from chemistry and physics to biology andmaterials science. Fromboth the theoretical and the
experimental perspectives, itsmost challenging feature is that it is an intrinsicallymultiscale problem. Small
clusters of new phase forming in a background ofmother phase are thermodynamically unstable if they are
below the size of the critical cluster. They can only form and grow by a series of thermal fluctuations and the
formation of a critical cluster is consequently a rare event. To observe nucleation under conditions of interest in
many applications requiresmacroscopic volumes ofmaterial and times scale as long as hours or days even
though the outcome—the critical cluster—is itself amicroscopic object with a typical size of nanometers. The
fact that the growing cluster, viewed as a subsystemof the total volume, is by definition not in an equilibrium
statemakes the problem evenmore challenging. As a result, nucleation remains an area of intense research by
experimentalists, theorists and simulators alike.

Despite—or, perhaps, because of—this complexity, the primary theoretical description of nucleation has
long been a collection of heuristic ideas known collectively as classical nucleation theory(CNT) [1–4] or, for a
modern summary, see e.g. [5]. The basic idea of CNT is that clusters of newphase grow (or shrink)due to the
attachment (or detachment) of singlemonomeric growth units from (or to) themother phase. The rate of
capture is calculated by treating the cluster as being a quasi-static object that acts as a sink formass and energy
and then calculating the rates offlowofmass and/or energy bywhatevermeans is appropriate to a given
problem—e.g. bymeans of hydrodynamics for nucleation in solution. To separate the rates of attachment and
detachment of themonomers for a cluster ofN growth units, a detailed balance condition is invoked [5] to
demand that the ratio be proportional to b- D +( ( ))F N Nexp , 1 whereβ is the inverse temperature and
D + = + -( ) ( ) ( )F N N F N F N, 1 1 is the free energy difference between clusters of sizeN andN+1. The
free energy is approximated by a capillarymodel:the cluster is assumed to be spherical with a sharp interface
between its interior and themother phase. The free energy is the sumof a bulk term scaling as the volume and a
surface term scaling as the area of the cluster.
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CNTprovides the language used in all discussions of nucleation however, its accuracy has long been a subject
of debate. Recent experiments on the homogeneous nucleation of argon droplets from vapor have reported
nucleation rates 10–20 orders ofmagnitude higher than those predicted byCNT [6, 7]. The rates observed for
water are in better agreement at low temperatures but deviates as temperature increases [8]. Recent large-scale
simulations of droplet nucleation in a Lennard-Jones system show smaller deviations in the nucleation rate
compared toCNT, 8–13 orders ofmagnitude, but that the agreement was better for the size of the critical
nucleus [9]. This is largely in agreementwith earlier studies such as [10]. Note that this discussion pertains to
absolute values for nucleation rates and not to the less demanding test of fitting the functional dependence of the
rate on supersaturation. Another distinction is that sometimes the quantities required in CNT, such as the rate at
whichmolecules attach to a cluster, are taken directly from simulation and in this case, good agreement with
CNT is often found (as discussed, e.g. in [9] above and in the case of crystallization, in e.g. [11]).While such tests
provide confirmation of some of the underlying concepts of CNT, it simplymakesmore precise the origin of the
discrepancies withCNT. Similarly, the introduction of e.g. size-dependent surface tensions can also improve the
theoretical predictions at the expense of having to import these from simulation or by determining themvia
direct fitting of the nucleation data (see, e.g., [12] for a recent example). All of these are useful procedures for
improvingCNT. The theoretical challenge is to linkCNT tomore fundamental theories fromwhich these
refinements emerge naturally, without empirical input.

While CNT is the basis for a large part of thework on nucleation, it is clearly a crude approximation and,
indeed, has internal inconsistencies. For example, in the capillarymodel for the free energy the density of the
mother phase outside the cluster is assumed to be constant but in the transport calculation used to obtain the
attachment rate, the density has a non-uniformprofile [5]. This andmany other reasons have inspired a lot of
work aimed at improvingCNT [13]. One target is the calculation of the free energy of the cluster:it is relatively
easy to improve the capillarymodel by e.g. allowing the surface tension or the density inside the cluster to
depend on the cluster size [14].More generally, classical density functional theory [15, 16] provides very
accurate,microscopicmodels that can be used both to directly calculate the properties and free energy of critical
clusters as well as providing a basis for the derivation ofmore coarse-grained descriptions up to and including
the capillarymodel [16, 17]. In this sense, the problemof the free energymay be considered to be solved, at least
for some simple interactionmodels.

The dynamics of CNT aremore problematic. Ideally, onewould like, in analogy to the free energy, to have a
more fundamental description fromwhichCNT could be derived. This would then presumably allow for the
systematic improvement of the description in the samewas as theDFT free energy serves as a basis formore
coarse-grainedmodels. Recently, such a synthesis has been proposed inwhich fluctuating hydrodynamics is
used as a starting point [18, 19]. TheDFT free energy is introduced as ameans of calculating the pressure thus
addressing both the free energy calculation and the dynamics at the same time and the resulting theory termed
mesoscopic nucleation theory (MeNT). It has been shown that CNT can be derived from this starting point by
introducing appropriate approximations andmany other consequences of the theory have been developed.
Most particularly, it has been shown to give a rich and quite non-classical description of nucleation, even for the
simplest application of liquid–vapor nucleation [20].

One problemwith thework to date onMeNThas been that it relies heavily on the assumption of spherical
symmetry. As such, themain promise—of providing a basis for nontrivial extensions of CNT—has so far been
unfulfilled. The goal of the present paper is to showhow such extensionsmay be systematically investigated. As
in previouswork onMeNT, attentionwill be restricted to diffusion-limited nucleation in the over-damped limit
which has the enormous advantage that the full hydrodynamic description (involving density,momentum and
energyfields) reduces to a contracted description formulated entirely in terms of the density. Furthermore,
diffusion-limited nucleation is of considerable practical importance being applicable to the nucleation of
macromolecules in solution and to colloidal systems. As in the previous development ofMeNT, the key step for
coarse-grainingwill be the introduction of parameterized density profiles. Based on the experience with
spherically-symmetric clusters, it is argued that the Fokker–Planck equationmust be covariant and that this fixes
its structure once ametric is specified for the space of coarse-graining parameters. Themetric is, in turn, directly
determined from the full over-damped fluctuating hydrodynamics starting point thus completing the theory.
This theoretical development is the subject of section II of this paper. The third section details applications to
three cases:first, the spherically symmetric results are re-derived using the new approach, second a version of
CNT is developed that allows for displacement of the center ofmass and finally the theory is developed for
ellipsoidal clusters having three independent degrees of freedom. The paper concludes with perspectives for
further developments.
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2. Theory

2.1. The dynamicalmodel
We take as the starting point the equation for the evolution of the local density, r ( )rt , as derived from fluctuating
hydrodynamics in the over-damped limit and using theDFTexpression for the pressure,
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whereD is the coefficient for tracer diffusion for the colloids, r[ ]F t is the so-calledHelmholtz free energy
functional coming fromDFT and x ( )rt is the (three-dimensional)white noise with correlation
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t
b ab . A discussion of the derivation of this equation from fluctuating

hydrodynamics can be found in ([19]).We take the point of view that this equation as written is really a short-
hand for a difference equation obtained by discretizing in space and time.Using a standard discretization scheme
based on centered-differences, equation (1) turns out to be Ito-Stratonovich equivalent [19]. The auto-
correlation of the forces is an operator,
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wherewe assume that all functions of interest are nonzero onlywithin a volumeV (the system volume) andwe
denote the surface of this volume as∂V. Assuming that the surface term can be neglected, the auto-correlation is
the same operator as acts on the free energy gradient in the original SDE thus demonstrating the existence of a
fluctuation-dissipation relation (FDR)which in turn immediately implies that in equilibrium, the probability to
observe a given density configuration, r ( )r , is proportional to b r-( [ ])Fexp as onewould expect.

2.2. Transition probabilities and the geometry of density space
The SDEdescribes the evolution of the density field r ( )rt and in this language, nucleation consists of a transition
from (the neighborhood of) an initial field r ( )( ) ri describing themother phase to a (the neighborhood of) afinal
state r ( )( ) rf describing the newphase. In the simplest case of liquid–vapor nucleation, the initial statewould be a
vapor forwhich the average density is a constant so r r=( )( ) ri

v where the vapor density rv is determined by the
thermodynamic conditions. Thefinal state is a liquid forwhich the average density is also constant so
r r=( )( ) rf

l with the liquid density rl again being determined by the thermodynamics.More complicated states,
such as crystals, are of course also possible. Oneway to characterize the transition is by specifying the nucleation
pathwaywhich is a sequence of density fields startingwith r ( )( ) ri and endingwith r ( )( ) rf . The sequence can be
parameterized by some continuous index as rl ( )r for, say,  l0 1with r r=( ) ( )( )r ri

0 and r r=( ) ( )( )r rf
1 .

Using generalizations of theOnsager–Machlup formalism [21], the probability tomake the transition from the
given initial state to the givenfinal state can be formulated as a path integral over the probability to observe any
given pathwaywith the latter being given by an expression of the form
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where explicit, exact expressions can be given for the Lagrangian functional  [22]; in theweak noise limit, (for
which the amplitude of the noise is small compared to the deterministic term), the dominant contribution is
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This exact result allows one to ask for themost likely path (MLP) from the initial to thefinal state: namely, the
path thatmaximizes the transition probability which can be formulated as an Euler–Lagrange equation.

In theweak noise approximation, it is straightforward to demonstrate that the FDR implies that the
MLPpasses through the critical cluster, defined as the saddle point state r ( )( ) rc for which
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and that the energy barrier for nucleation is precisely r rD = -[ ] [ ]( ) ( )F F Fc i [19]. Thus, it would seem that the
MLPis a good candidate for amathematically precise characterization of the ‘nucleation pathway’. In general,
determining theMLP requires solving the Euler–Lagrange equationwhich is second order in time, however in
the case of barrier crossing, there is a simpler alternative: theMLPcan be constructed by solving thefirst order
equation
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starting at the critical state, r ( )( ) rc , and perturbing infinitesimally in the direction of the unstable (generalized)
eigenvalue of theHessian giving two paths:one leading back to the initial state and one leading to the final state.
The union of these two paths is theMLPin theweak-noise approximation [19].

An important point in the present context is that the path is a geometric object—time does not enter into the
determination of theMLP. The construction just described can be understood as gradient decent on the
potential energy surface r[ ]F in density space with ametric giving the distance between two infinitesimally close
densities, r ( )r and r r+( ) ( )r rd , as
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The operator r  -( · ( ) )r 1 is to be interpreted in the obviousway: for example the quantity
f r r=   -( ) ( · ( ) ) ( )r r rd1 is determined by solving
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so that, e.g.,
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where the second termon the right is a surface integral evaluated on the boundaries enclosing the system. Since
ds2must be non-negative and since thefirst termon the right is obviously non-negative, we can ensure non-
negativity a sufficient condition is that either f =( )r 0 or f =( )r 0 on the surface.

In fact, the inverse of a differential operator only hasmeaning if the corresponding boundary conditions are
supplied:otherwise, there is no unique potential f ( )r making the problem ill-defined. The boundary conditions
follow from the physics of the original SDE, in the present case equation (1). This was derived usingfluctuating
hydrodynamics and, in the case of afinite system, themost natural requirement is that the totalmass of the
systembe conserved. Thismeans that the deviations in the density, r ( )rd , must conserve the totalmass, i.e. that

ò r= =( ) ( )M r rd d d 0. 13
V

Integrating equation (10) then gives the no-flux condition
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( ) ( ) · ( )r r Sd 0. 14
V

Further development depends on the details of the physical problem. In the case of hardwalls, wewould restrict
attention to the class of functions satisfying the no-flux condition locally, f =( ) ·r S 0d for all points on∂V.
This automatically ensures that ds2 is non-negative. It also completes the argument for the FDRby eliminating
the last term in equation (3). For periodic boundaries, anything leaving via onewall re-enters via another so that
the no-flux condition is global but the periodicity itself provides the boundary condition. Here, I will always
consider hardwalls, conservedmass and the space of functions satisfying the local no-flux condition.

Finally, we remark that the geometric interpretation given here is not restricted to theweak-noise regime. In
fact, using the language of differential geometry, the strong-noise Lagrangian is fully covariant and theMLP
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determined by it is independent of any choice of parameterization of density space as discussed in classic papers
byGraham [22].

2.3.Order parameters
Whendetermining theMLP,wemustmaximize the transition probability with respect to the density pathway.
This can be done in an exact sense as described above butwe could also imagine a simpler,more restricted
procedure wherebywe represent the density field by some parameterized form,

r r=( ) ( ) ( )r r x; , 15

where ρ is some fixed functional form that depends on a set ofN order parameters, xα, forα=1,K,N. The
distance between such a density distribution and onewith slightly different parameters, r +( )r x x; d , follows
from the general expression
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Thefirst termon the right displays the expected symmetry of themetric with respect to the parameters: the
vanishing of the surface term follows from the no-flux condition.

Given the parameterization, the best approximation to theMLPwould come fromminimizing the
Lagrangian evaluated for such paths, namely (in theweak-noise regime)
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which, upon expanding and using the definitions above and the functional chain rule, can bewritten as
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It is not possible to further simplify withoutmore information. One case amenable to analysis is that of a
complete parameterization. An examplewould be to represent the density as an expansion in a complete set of
basis functions, ( )v ri , as
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Anotherwould be, in the discretized version of the problem r r r =( ) ( ) ( )tr rt i t i , any invertiblemapping
r r= ( )x f , ..,i i N0 . If the set of parameters is complete, then therewould have to be a completeness relations of

the form
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and using this, one easily shows (see appendix A) that theweak-noise Lagrangian for theMLPwith parmaterized
paths is
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which has the same structure as the original continuumcase, equation (5).

2.4. Coarse-grained dynamics:the dynamics of parameterized paths
Given that there is an inducedmetric in the space of order-parameters, it is natural to ask if this can be viewed as
arising directly from a stochastic description so that one could speak of an order-parameter dynamics. If so, and
given the natural physical requirement of the existence of an equilibrium-like state (at least for certain
circumstances), one expects that any such descriptionwould reduce in theweak-noise limit to

b
x x x d d= -

¶
¶

+ á ñ = - ¢
a

ab
b

a
¢
¢ ¢( ) ( ) ( ) ( ) ( )x

t
g

F

x
q t tx

x
x

d

d
, , 25t

t
t

t
a t t

a
t
a

t
a aa

where the equilibrium state is ensured by an FDE, = åab a bg q q .a a a
Note that the indices for the noise (written

using latin letters) are different in nature than the ones for the order-parameters (greek letters):in fact, there is
no requirement that the number of noise terms be the same as the number of order-parameters. In general, the
existence of the FDEonly demands that the number of noise terms be sufficient that thematrix q has enough
degrees of freedom to satisfy the FDE. Thus the noise-indices are simply indexes do not refer to geometric
coordinates. Such aweak-noise dynamics is also consistent with the parameterized Lagrangian derived above.

The questionwe pose here is whether any further justification can be given for this equation and if, so, canwe
say anything about the strong-noise regime? There is probably no unique answer except in the special case of a
complete parameterization. In this case, a straightforward derivation, given in appendix B results in the Ito SDE
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where =a b ab( ) ( ) ( )q q gx x xa t a t t and the new contribution to the deterministic driving force is
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while the corresponding Fokker–Plank equation is
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The new contribution to the driving force, a ( )A xt , vanishes in the case of a single variable and it is tempting to
neglect it in general. For example, without it, the equilibriumdistribution is easily seen to be

b= -( ) ( ( )) ( )P N Fx g x xdet expteq
1 2 (whereN is a normalization constant)whereas with it, we cannot

explicitly determine the equilibriumdistribution. Fortunately, in the following, wewillmostly be concerned
with theweak noise limit, for which analytic results are possible, and inwhich this termdoes not appear and
these equations reduce to the simple SDEproposed intuitively in equation (25).

2.5. Spherically symmetric systems
If all quantities are spherically symmetric and if the system volume is a sphere of radiusRV, then it is
straightforward to show that the inverse operator needed for themetric and consistent with the boundary
conditions is
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where the integration constantA is arbitrary. It is then easy to evaluated themetric with the result
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where the cumulativemass up to radius r is
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Integration by parts gives
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The anomalous flux is calculated using
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These results reproduce those previously derived using spherical symmetry from the beginning [18, 19].

2.6. Nucleation rates
Themost important question from a practical point of view is the nucleation rate. This is related to themeanfirst
passage time for barrier crossing. For the one dimensional case, there is an exact expression for this quantity,
however, in the general case no such result exists. The standard result [23–26] valid in theweak noise limit is, in
our language,

òe
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c

c
N

F Fx x
mfp

1
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meta

where ab
( )F c is theHessian of the free energy evaluated at the critical cluster xc,λ− the (sole)negative eigenvalue of

ab
bg( ) ( )g Fxc

c andN is the number of order parameters. The critical cluster is determined as usual by
¶ ¶ =a( ) ∣F xx 0xc

. The integral on the right is ameasure of the occupation of themetastable basin and the
domain of integration is restricted to this region.

3. CNT and generalizations

3.1. GeneralizedCNT
3.1.1. The density in CNT
We take ‘CNT’ to be the following elements:a sharp interface between the cluster and bath, uniformdensity
inside and outside the cluster and the capillarymodel for the free energy.Mathematically, the sharp interface
means that there is an indicator function, c( )r , which is equal to one inside the cluster and zero outside so that,
with the second element of constant densities, we have that

r r c r c= + -¥( ) ( ) ( ) ( )( ( )) ( )r x x r x x r x; ; 1 ; . 360

3.1.2. The CNTmetric
The equation to be solved for the potential is

r f r r
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c
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0

so thatwe postulate a solution of the form

f f c f c= + -a a a( ) ( ) ( ) ( )( ( )) ( )( ) ( )r x r x r x r x r x; ; ; ; 1 ; . 380 1
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Now, in general, because of its discontinuous nature, the Laplacian of the indicator functionwill be proportional
to aDirac delta function. In fact, if the surface is described by an equation of the form y =( )r x; 0 and the
interior of the cluster by y >( )r x; 0 then

c y= Q( ) ( ( )) ( )r x r x; ; 39

and

c y d y =( ) ( ( )) ( ( )) ( )r x r x r x; ; ; . 40

As a trivial example, for a sphere of radiusRwehave y = -( ) R rr x; . Hence, substituting the ansatz for the
potential into the Poisson equation and equating coefficients of the delta function and its derivatives gives
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with the boundary conditions on the surface of the cluster
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and the global no-flux boundary condition.

3.1.3. The CNT free energy and critical cluster
Finally, the capillarymodel generalizes to

r r g= + - +( ) ( ( )) ( ) ( ( ))( ( )) ( ) ( ) ( )F f V f V V Sx x x x x x x , 430 1

where ( )S x and ( )V x are the surface and volume of the cluster respectively, γ is the surface tension between the
two phases and r( )f is theHelmholtz free energy of the homogeneous bulk system. In general, the initial,final
and critical states will satisfy
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Sincewe are restricting attention to profiles that conservemass, there is a constraint
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0 1
0

0 0 1 1 1 1

3.2. Classical nucleation theory (CNT)
We recover CNTby (a) demanding spherical symmetry; (b) taking the only parameter to be the radius of the
cluster,R; (c) assuming the surface tension is independent of the radius; and (d) assuming the cluster radius is
small compared to the system size.With these approximations, all quantities depend only on the cluster radius,
R, and if the system is confined to a spherical volumewith total radiusRV, then the exterior density is
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whereM is the totalmass and r = ( )M V RV is the average density.We calculate themetric directly from the
closed expression, equation (32) andfind that
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The interior density, ρ0, is, inCNT, taken to be the bulk equilibriumdensity and therefore independent of the
cluster radius. The stationarity condition, equation (47) then determines the critical radius
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and the corresponding barrier is
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Note that the ambient gas plays the role of a reservoir fixing the chemical potential at m r= ¢ ( )f . For arbitrary
radii, the excess free energy can bewritten in the compact form
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Wecan do something similar for the undersaturated fluid and in general, if we define
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where the lower (plus) sign is for the under-saturated solution and the upper (minus) sign for the super-
saturated solution. In the case of the undersaturated solution, the stationary distribution is then
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where  is a normalization factor. This is the CNT expression for the distribution of clusters in the
undersaturated solution.

Finally, the (weak-noise limit of the) Fokker–Planck equation is
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This describes ( )P Rt , the probability for a given cluster to have radiusR, but it can easily be related toC(N), the
concentration of clusters containingNmolecules [27], which then satisfies a similar equation (again, keeping
only terms appropriate to theweak-noise limit),
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For aweak solution, r r0 , one then has that

p r- ( ) ( )Dg N RD4 . 59
NN

1

InCNT, the same result is derived for the case of diffusion-limited homogeneous nucleation inwhich case
equation (57) is recognized as the Zeldovich equationwith the ‘attachment rate’ = - ( )f Dg NN NN

1 for which the
expression given here agrees with that derived inCNT (see e.g. [5], equation (10.18) except that the latter
includes a heuristic coefficient (the ‘sticking probability’) inserted by hand. Thus, the theory recovers thewell-
known results of CNT in this limit.

3.3. Generalization: CNTwithmoving clusters
TheCNTmodel can be generalized by allowing the clusters tomove. In this case, we beginwith

r r rD D= Q - - + Q - -¥( ) ( ∣ ∣) ( ) (∣ ∣ ) ( )R Rr x r x r; 600

so that the parameters are the radius,R, and the location of the center of the cluster,Δ. Solving the Poisson
equation and neglecting finite size terms (e.g. of orderR/RT andΔ/RT ), onefinds
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and all off diagonal terms vanish. Since the free energy is independent ofΔ, the center ofmass just undergoes
Brownianmotionwith diffusion constant
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3.4. Generalization:ellipsoidal clusters
The surface of an ellipsoidwith axes aligned along theCartesian directions is specified by three parameters, a1, a2
and a3 as
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It includes the oblate spheroid (a1=a2>a3), the prolate spheroid (a1>a2=a3) and the sphere
(a1=a2=a3) as obvious special cases. Somewhatmore convenient parameters are the average radius and the
eccentricities defined (assuming a1>a2, a3) respectively as
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so that the radius is the overallmeasure of size of the ellipsoid and the eccentricities aremeasures of the shape.
Indeed, the volume and surface area are
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where f( )E k, and f( )F k, are incomplete elliptic integrals of thefirst and second kind. For small eccentricities,
the area can be expanded to get
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The capillarymodel for the cluster is
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and for the free energy,
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The only other element needed is themetric. This is obtained by a straightforward but somewhat involved
calculation. The details and exact results are given in the SI is available online at stacks.iop.org/NJP/20/103015/
mmedia.Here, Iwill only give the result for two limits. First, in theweak solution approximation (ρv/ρl=1),
the leading order contributions to themetric are
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and all other elements are zero. The determinant is
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To lowest order in the eccentricities, the equilibriumdistributionwill be
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The critical cluster occurs at

e e= = ( )0 711 2

andwith the critical radius and energy barrier calculated for a spherical cluster. The excess free energy can be
written as
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Thusfluctuations in theeccentricities are stronglydampedsuggestinganalternative expansionwherein theeccentricities
are treated as small parameters and thedensities areunconstrained.The lowestorder results in this case are
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Themarginal distribution for the radius is
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which differs from that onewould get by freezing out the eccentricities,
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The unstable eigenvalue of gH is
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3.5. Practical consequences of these generalizations
The examples given here,moving clusters and ellipsoidal clusters, are intended to be illustrative of themanner in
whichCNT can be systematically extended using this framework, rather than to be of direct experimental utility.
Nevertheless, it is interesting to step back and askwhat practical differences arise because of the generalizations.
From equation (35), the nucleation rate depends on the energy barrier, the curvature of the energy surface at the
critical cluster (via theHessian term), the determinant of thematrix of kinetic coefficients and the unstable
eigenvalue at the critical point. Examining the results given above, it is seen that neither generalization changes
the energy of the critical cluster, nor its size for thatmatter. This is not surprising as the generalizations primarily
concern the kinetics of the systems.More surprising is that the unstable eigenvalue is unaffected. The
determinant of thematrix of kinetic coefficients appears twice in the expression for the nucleation rate and its
effectmostly cancels, except for some trivial numerical factors. The one important difference comes from the
curvature of the energy surface which is different for the ellipsoidal clusters, but not themoving clusters. In the
ellipsoidal case, themost important effect is to change the overall kinetic factor in the rate, the equivalent of the
Zeldovich factor, bymultiplying it byβΔFc.While not trivial, such a change isminor compared to the
importance of the exponential factor. These results help to understand the robustness of CNT.

4. Conclusions

CNThas longprovidednotonly amathematicalmodel fornucleation allowingone to estimatenucleation rates and
otherphysically interestingquantities, but also the languageused todiscussnucleation: concepts suchas the critical
nucleus, the competitionbetween surface tensionandbulk free energydifferences, etc.However, it is also severely
limited in applicabilitydue to theunderlying assumptionsof spherical clusters that are large compared to the growth
units, slowgrowthandmanyothers.As attention is increasingly drawn toproblems that violate those assumptions—i.e.
nanoscaleprocesses,multistepnucleation—theobvious alternative is to turn to amore fundamental description such
askinetic theoryorfluctuatinghydrodynamicsbut thepricepaid is to lose contactwith the familiarphenomenology
and language.Thegoal of thispaperhasbeen todevelopabridgebetween these two levels ofdescription that allows for
thedevelopmentof post-CNTmodels that arenevertheless grounded in themoremicroscopic approaches.

The structure of such amodel, stochasticmodels with a deterministic driving force based on free energy
gradients and afluctuating forcewith amplitude determined by a FDR—could be guessed and is enough for the
weak-noise limit. The requirement of covariance supplies additional information needed to generalize beyond
weak noise.What ismissing, andwhat cannot be guessed, are the kinetic coefficients—what has been called here,
themetric—which govern the kinetics of the process. In the domain of CNT, the kinetics are usually thought to
be of secondary importance since the exponential dependence of the nucleation rate on the free energy barrier
dominates practical calculations. However, outside this domain the barriers become smaller and kinetics
becomesmore important. Themain contribution of this work has been to clarify how themetric should be
determined based on the parameterization of the density and how to then construct a self-consistentmodel.
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The general framework has been illustratedfirst by recovering previous results for spherically-symmetric
systems, which include CNTwhen reduced to a single order parameter. Then, two novel generalizations were
developed—one formoving clusters and the second for ellipsoidal clusters. The latter in particular could be used
as a basis for incorporating the effects of shear on nucleation. In any case, the goal herewas not to delve toomuch
into applications but, rather, to illustrate how suchmodels can be developedwithminimal heuristic input. The
framework is equally applicable to homogeneous and heterogeneous nucleation if, in the latter case, the effect of
inhomogeneities such aswalls is accounted for via an external field acting on the system. Such a field,f(r) simply
has the effect of adding a contribution to the coarse-grained free energy, F(x) of the form ò r f( ) ( )r x r r; d .

The presentwork is theoretical in nature, the goal having been to develop the linkbetweenfluctuating
hydrodynamics andmore coarse-grained descriptions for the particular case of the over-dampeddynamics.As
such, no effort has beenmade todirectly compare to simulationor to experiment.However, in previouswork [20],
a specific realization of thesemodels have been studied indetail under the restriction of spherical symmetry and the
results obtained shednew light onnucleation in general (e.g. it is found that even liquid–vapor nucleation ismore
complex than envisaged inCNT). In that study, the authors explored themodel not only in the classical regime, but
also under conditions of high supersaturationwhere kinetics becomedominant and the classical behavior (even
thenecessity to pass through the critical cluster) is lost. The results presentedherewill allow such explorations to be
performedwithout the need for the artificial constraint of spherical symmetry. Finally, the recent development of
techniques for directly simulating nucleation usingfluctuating hydrodynamics [28]opens the possibility for
directly testing the coarse-grainedmodels described here. Inparticular, onefirmprediction (developed from the
spherically-symmetricmodels but undoubtedly independent of that assumption) that thenucleationof liquid
droplets fromvapor beginswith a long-wavelength densityfluctuation and that the radius of the developing
clusters are never smaller than a certain size is potentially directly testableusing suchmethods.
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AppendixA. Proof of equation (24)
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So,Kαβ=gαβ as claimed. Inserting this result into equation (23) gives for theweak-noise Lagrangian of the
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Appendix B.Deriving the SDE

The SDE for the density is
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wenote that the equivalent Fokker–Planck equation is
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showing that ifAα is neglected, then a stationary solution is
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B.1. The noise auto-correlation
The noise auto-correlation function is

ò ò d¢ - ¢ ¢a b( )( ) ( ) ( ) ( )q qr r r r r rd d B21
a a

and it is understood that the operators act on everything to their right. Now, using the fact that the operator
r  -( · ( ) )r x; 1 is self adjoint, (i.e. for any two test functions ( )f r and ( )g r vanishing on∂V,

ò òr r   =- -( )( · ( ) ) ( ) ( )( · ( ) ) ( ) ( )f g g fr r x r r r r x r r; d ; d , B22
V V

1 1

15

New J. Phys. 20 (2018) 103015 J F Lutsko



as shown below in appendix B.2, one has that
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More symmetrically,
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B.2. Proof of self-adjointness
Toprove that the inverse operator is self-adjoint, consider two arbitrary test functions ( )f r and ( )g r ,
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which is the desired result assuming another boundary term vanishes,
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The vanishing of both boundary terms follows from the no-flux boundary conditionwhich can be formulated as
follows. Define
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but the no-flux boundary condition says that

f f = =[ ( )] · [ ( )] · ( )r S r S 0d d B42f g

on the surface.
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